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Introduction 

Newton's Method (NM) is the most familiar 
numerical method for root approximation in a first 
course on calculus (Stewart 2001, 324-29). Not 
only is NM rather straightforward to implement, 
it is also often effective, yielding quadratic con
vergence to a root of a given function funder 
reasonably mild assumptions (Wade 1995, 206). 
In addition to providing practice with NM, calcu
lus texts often mention pitfalls that may arise in 
using NM. For instance, Stewart (2001, 325) in
dicates that a sequence generated via NM may 
not converge (let alone, to a root). Additional pit
falls associated with NM appear in Calculus
Concepts and Contexts, Exercises 21-23 (Stewart 
2001, 328), such as the "sequence" {x"} gener
ated via NM stopping with its m-th tenn, provided 
that f'(xJ = 0. Our main purpose here is to make 
explicit another pitfall that affects NM due to the 
fact that any computing device has an upper bound 
for the decimal place accuracy that it can calcu
late or report. 

The pitfall in question concerns the following 
advice offered by Stewart (2001, 326) if one 
wishes to use NM to approximate a root off to k 
decimal place accuracy: "The rule of thumb that 
is generally used is (to use x. or xn+i to approxi
mate a root off) if x" and x,.+, agree to (at least) k 
decimal places." In this regard, we show in Ex
amples 2.1 and 2.2 that the user of any comput
ing device, working in conjunction with NM, can 
be utterly misled and defeated when following 
the above "rule of thumb," in the following sense. 
Suppose that we are given a differentiable func
tion f, positive integers m and N, and a real num
ber x

1 
such that f (x

1
) is "small" in the sense that 

If (x,)I � I 0-; and suppose that NM responds to . . h rrx) . fy. mput x, wit output x
2 

= x, -H:t,f satis mg x2 = x, 
in the sense that lx

2 
- x

1
1 � 10-N. (To see how these 

assumptions relate to the above rule of thumb, 
consider N > k; consider also N such that the com
puting device at hand can report at most the first 
N - I decimal places, or nonzero significant dig
its, of calculated numbers.) Under these assumptions, 
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is it certain that x
1 

(or x
2
) is "near" a root off? 

Absolutely not! Indeed, given m and N as above, 
Examples 2.1 and 2.2 each produce a differen
tiable (in fact, polynomial) function f and a real 
number x

1 
as above such that x

1 
is arbitrarily far 

(say, at least 1 unit away) from any real root off 
Rather than casting doubt on the effectiveness 

of NM ( or any other numerical method for root 
approximation), results of the kind in Examples 
2.1 and 2.2 are intended to make for better-in
formed users of technology, as one seeks to un
derstand both the strengths and the inherent limi
tations of a particular numerical method. The 
material in this note could be used to enrich 
courses on calculus, real analysis, advanced cal
culus or numerical analysis. 

Results 

We begin by describing a simple construction 
that has all the desired properties. 
Example 2.1. As in the introduction, let m and N 
be positive integers. Observe that if n and r are 
positive integers and c is a nonzero real number, 
then the n-th degree polynomial function f (x) = 
c(x - r)" has r as its only root (and r has multiplic
ity n as a root of/). Begin an application of NM 

by choosing x, = O; this ensures (as desired) that 
µ:

1 
-rl = r �I.Consider 

_ f (x1) _ /(0) _ 
X -X - -- -----2 t f'(x) f'(O) 

c(-r)" r -----. 
en (--r),....1 n 

To arrange that x
2 
=x

1 
in the sense that lx

2 
- x

1
I � 1 O""', 

we need n such that i � 1 o-N ; that is, such that 
n � l ON r. Does some such choice of n lead to 
/(x,) being "small" in the sense that lfl\)1�10...,,,, 
that is, such that rnc � 1 o-m7 Certainly: given 
(m, N,) r and n � I ON r as above, it suffices to take 
C = r"}Q-m. 

It could be argued that the n-th degree polyno
mial in Example 2.1, having just one root (with 
multiplicity n), is somewhat pathological. Thus, 
one could ask for a polynomial/, which not only 
has the above properties but also only simple (that 
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is, multiplicity 1) roots. Such an example is con
structed in Example 2.2. As background, we re
call two facts. The first of these is the Linear Fac
tor Theorem (Dobbs and Hanks 1992, 39-40): if 
r

1
, .. .,rn are all the roots (counted with multiplic

ity) of an n-th degree polynomial and" g and c is the 
leading coefficient of g, then g(x) = sU (x -r). The 
second fact needed for Example 2.2 is the diver
gence of the harmonic series (see, for instance, 
[Stewart 200 I, 577, Example 7] for a particularly 
accessible proof of this fact). 
Example 2 .2. Once again, let m and N be positive 
integers. Fix any positive number E (for "error"), 
with the requirement that our example must sat
isfy lx

1 
- sl � E for each root s off There is no 

loss of generality in also supposing that E is an 
integer. For convenience of notation, we once 
again choose x

1 
= 0. Next come the three key steps. 

Since the harmonic series diverges, we can pick a 
positive integer n such that £ •! -i "7 � I ON. 

j=E 
Further, define 

_ }Q-m _ (£- J)! 
c -E(E+ 1)(£+2)···(E+n-l) -(E+n-l)tl0m 

and 
£+n- I 

f(x) =c(x-E)(x-E-1)-··(x-E-n + l) =c }] (x-1). 
We shall prove that the above construction has 
produced data x

1 
and/with the desired properties. 

By the Linear Factor Theorem, we can label the 
roots off as r

1 
= £, r

2 
= E + 1, ... , r. = E + j-1, ... , 

r = E + n -1. Notice that each r. 
1
is a simple root 

o"f/and min {lx
1 

- rl: I $ j $ n1} = min�I = E. 
Moreover, J (x

1
) is a'pproximately "small," 1since 

If (x 1
)I = If (0)1 = le(-£)(-£ -l )···(-E - n + 1)1 = 

I(-IYlO--ml = 10-m. 
It remains to explain why x

2 
= x

1 
- �-;:,,: = x

1 
in 

the sense that lx
2 

-x
1
l$lO-N. As in Example 2.1, 

our task is to verify that 1;�
0
\j$ 10-N. It will be 

notationally easier to work with the polynomial 
g(x) = c- 1/(x) = (x-E)(x-E- l)···(x-E-n + I) 

E+n-1( ') 

= TI X-J. 
j=£ 

As g'(x) = c-1 f' (x), it follows that t:\ = f.,�:, and so 
it will suffice t� show that l:i�!I $ I Q-N. 

Since g(x) =}Ji (x -r), we can find g'(x) by the 
Product Rule: 
g'(x) =t Il(x -r) 

' = I /.if I J 

and so 
g'Jxl ,e., I s-
g(,) = L :.-=,: 1or x :t:: r

1
, ••• ,r. 
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,= I n 

More to the point, we have that 
:;;1 = -1- for x :t:: r

1
, ••• ,r" such that g'(x) :t:: 0. 

��-
i=I 

In particular, 

11/!.Qll= 
1-1-1 = i < .J... = I o-lV 

g'/01 �- �r, £•�-I _l - I 0' 

t=I L J 
j=E 

to complete the proof. 
Remark 2.3. (a) The simplest example of a poly
nomial resulting from the construct/.9n in Example 
2.1 is/(x) = 10'_,,, (x -l) 10N 

= (\��l . Is it realistic 
to expect to be able to compute J (x)? Certainly, 
J (0) can be computed, for we have supposed that 
it is known that l/{0)1$ lQ--m. For any fixed x such 
that O < x < 2, does J (x) ''look like" 0 to your 
computing device? The answer is yes if N is much 
larger than m, since J�1!,1 (x -1)10' = 0. However, 
the answer is no if m is much larger than N (pro
vided that your computing device can calculate 
the ratio of the two typically "small" numbers 
(x -1 ) 10• and l Om). Thus, it is important to under
stand the relative sizes of N and m (as well as the 
relevant domain of x values) if one is to make 
practical use of Example 2.1. 
(b) We next address similar practicality issues in 
regard to Example 2.2. The simplest example of 
a polynomial resulting from the construction in 
Example 2.2 is 
J 

( _ (x -I )(x -2)-·•(x --n) 
X) - n!IO'" 

The practicality of this construction is somewhat 
compromised by the fact that the harmonic series 
diverges notoriously slowly. For instance, most, 
if not all, of today's graphing calculators would 
fail to determine a suitable value of n in case N === 2. 

What about the coefficients of/ (x)? Is it realis
tic to expect your computing device to calculate 
these coefficients? Certainly, the constant coeffi
cient, say k, of J (x) presents no problem, since 
k = (-1)"10--m and we have supposed that 10__,,, is 
known (as an upper bound for 1/{0)I). Similarly, it 
is not difficult to show that d, the coefficient of x 
in/(x), is given by 

d 
= 

(-1)-'(l + ½ + ... + 'O 
tom 

10"' 

and so ldl � To- . Bounding the general coefficient 
of J (x) would take us too far afield, but it is 
already clear from the above bound on ldl that 
the practicality of Example 2 .2, just like that of 
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Example 2.1, is impacted by the relative sizes of 
N and m. 

In closing, we raise two questions. Is it pos
sible to construct more effectively computable 
functions having the properties of the construc
tions in Examples 2.1 and 2.2? Are all numerical 
root approximation methods subject to the sort of 
pitfall that we have identified for NM? 
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Two Problems from Isaac Newton (1642-1727) 

A geometric sequence has three terms. The sum of these terms is 19, and 
the sum of their squares is 133. What are the terms of the sequence? 

A geometric sequence has four terms. The sum of the outer terms (that is, 
the first and fourth) is 13 and the sum of the two middle terms (that is, the 
second and third) is 4. What are the terms of the sequence? 
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